Digital Interventions to Reduce Distress Among Frontline Health Care Providers: Analysis of Self-Perceived Stress
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Abstract—Due to the constraints of the COVID-19 pandemic, healthcare workers have reported behaving in ways that are contrary to their values, which may result in distress and injury. This work is the first of its kind to evaluate the presence of stress in the COVID-19 VR Healthcare Simulation for Distress dataset. The dataset collected passive physiological signals and active mental health questionnaires. This paper focuses on correlating electrocardiogram, respiration, photoplethysmography, and galvanic skin response with the Perceived Stress Scale (PSS)-10 questionnaire. The analysis involved data-driven techniques for a robust evaluation of stress among participants. Low-complexity pre-processing and feature extraction techniques were applied and support vector machine and decision tree models were created to predict the PSS-10 scores of users. Imbalanced data classification techniques were used to further enhance our understanding of the results. Decision tree with oversampling through Synthetic Minority Oversampling Technique achieved an accuracy, precision, recall, and F1 of 93.50%, 93.41%, 93.31%, and 93.35%, respectively. Our findings offer novel results and clinically valuable insights for stress detection and potential for translation to edge computing applications to enhance privacy, longitudinal monitoring, and simplify device requirements.

I. INTRODUCTION

Healthcare workers (HCW) during the COVID-19 pandemic have been exposed to high levels of stress, anxiety, distress, and depression. They have reported behaving in ways that are contrary to their moral values and professional commitments that degrade their integrity [1]. Moral distress is thought to occur when a participant is aware of the ethical and correct choice but is powerless due to the constraints they are encountered with and is derived from the onset of prolonged stress, severe stress, or both [2].

Currently, there are various available techniques to understand, monitor, and reduce underlying mental disorders such as the use of VR to treat major depressive disorder (MDD), anxiety, post-traumatic stress disorder and phobias [3]. Physiological biomarkers and self-reports are other methods to objectively evaluate underlying psychiatric disorders. The autonomic nervous system is the control system that acts largely unconsciously and regulates bodily functions, including heart rate and respiratory rate. This system is the primary mechanism in control of the fight-or-flight response. It is expected that users undergoing stressful situations will be reflective in their physiological biomarkers [4]. Self-reports, such as the Perceived Stress Scale (PSS)-10, are surveys with a set number of questions to evaluate their self-perceived mental health.

Digital devices such as smartphones and wearables have the capability of collecting passive and active data to monitor the potential onsets of distressful experiences. Preventative measures for mental health concerns, such as the use of digital interventions and longitudinal monitoring, aim to reduce the costs of treatment. These digital devices, including smartphones and wearables, are capable of collecting passive and active data to monitor the potential onset of distressful experiences [5].

In a previous study, we collected the COVID-19 VR Healthcare Simulation for Distress (COVID-19 VR HSD) dataset which included collecting various physiological signals and questionnaires from HCW during a VR simulation that elicited stressful situations similar to COVID-19 [6]. We hypothesize that we can classify user distress through the use of physiological signals during a controlled simulation. The motivation for using low-complex analysis is to offer a clinically valuable tool that can be applied for longitudinal monitoring through the use of edge computing applications.

This paper will be the first of its kind to evaluate the self-perceived stress of users by correlating the PSS-10 responses to the collected physiological signals. Data-driven analysis will be applied as we hypothesize that the stressful situations in the VR scenarios will be reflected in the physiological signals.

II. RELATED WORKS

In a study by Paul et al. [7], VR was used to administer behavioral activation to a clinical population. This work successfully evaluated the feasibility, acceptability, and tolerability for participants diagnosed with MDD to be exhibited in VR interventions.
The use of physiological signals is a common parameter used to monitor a person’s mental health. In a paper by Schmidt et al. [4], the state-of-the-art research of wearable technology that used physiological signals to evaluate affect states was reviewed and outlined. A broad overview was conducted of the methods and theories employed to evaluate user affect from wearable technology. Moreover, Arza et al. [8] created a multivariate approach by using skin temperature, heart rate, and pulse wave signals to evaluate physiological response. The results supported the use of digital biomarkers to monitor stress within participants. An article by Smets et al. [9] proposes the future focus of research to move from laboratory experiments to ambulant stress detection.

Prior work has examined the use of complex computations such as neural networks [10] or multi-layer perceptron [11] to evaluate stress in participants. These proposed models and analyses can achieve high accuracies but lack interpretability and potential translation to edge computing [12].

Edge computing is local computation and storage of data that offers an increase in privacy and the possibility for longitudinal monitoring. Edge computing offers a number of advantages compared to traditional cloud computing, including increased privacy, reduced form factor, and reduced power consumption [13]. With edge computing, data is processed locally before being sent to the cloud, which reduces the number of computations and the amount of power needed. This can make edge computing particularly useful for wearables and other devices that are used for long-term data collection in the wild. The increased privacy, reduced form factor, and reduced power consumption of edge computing can make it more feasible to use wearables for extended periods of time, enabling the collection of more accurate and detailed data.

To the authors’ knowledge, no prior research has been conducted to explore the feasibility of VR interventions to examine self-perceived stress in the context of COVID-19. Given this reasoning, we collected the COVID-19 VR HSD dataset [6] to attempt to classify distress in physiological signals. This paper aims to develop a low-complexity analysis to evaluate the separability of the stress severities of the PSS-10 questionnaire. To do so, we empirically evaluate the physiological response of individuals for the identification of potential factors for long-term psychological trauma and impairment associated with ethical conflicts and moral violations.

III. DATASET

This study is the first to analyze perceived stress in the COVID-19 VR HSD dataset [6], which is composed of the collection of physiological data and responses from mental health questionnaires from 15 HCW while undergoing a VR simulation scenario which included a re-enactment of a HCW working in a clinical environment during the COVID-19 pandemic. A flow diagram of the experiment can be seen in Figure 1. The pre-brief was held to inform the participant of the purpose of the session, to collect pre-survey data, and obtain written consent. During the pre- and post-test components, the VR experiment was conducted to identify circumstances that have the potential to cause distress. The intervention was composed of a short video that educated the user based on the Moral Injury Guide [14]. Finally, the debrief was hosted after the experiment and was composed of a semistructured interview, open-ended questions, and an exit survey.

During the experiment, physiological signals were continuously collected, whereas mental health questionnaires were administered at the beginning and end. This paper focuses on respiration (RESP), electrocardiogram (ECG), galvanic skin response (GSR), photoplethsmography (PPG), PSS-10, and information extracted from the signals which include ECG pulse rate (PR), ECG RR interval, respiration rate elevated, and respiration rate. PSS-10 is a questionnaire composed of 10 questions to evaluate the severity of the participant’s perceived stress. We have decided to adopt the PSS-10 based on recommendation from the subject matter experts involved in the project, that have vast experience in the fields of psychology. The PSS-10 scale has a 0-40 range with diagnosis of low, moderate and high perceived stress for score ranges of 0-13, 14-26, and 27-40, respectively.

![Fig. 1: Diagram of experimental components [6]](image)

IV. METHODS

This study is the first to analyze the dataset using a low-complexity pre-processing, feature extraction, and classification pipeline. During pre-processing, physiological data is normalized, segmented, and windowed for analysis. The PSS-10 scores are then clustered into groups of severities. Next, statistical and heart rate variability (HRV) features are extracted for classification using support vector machine (SVM) and decision tree (DT).

A. Pre-processing

In order to properly analyze the data, the physiological signals were normalized using min-max normalization [15]. The data was then segmented to before and after the intervention. Segment 1 includes data from the pre-brief, pre-test and the entry questionnaire, and can be considered as the user’s baseline data. Segment 2 includes the data from post-test, debrief and the exit questionnaire, and can be considered the affect state post-intervention. To better analyze the data, 20 second windows were used for Segment 1 and 2. The fixed window size was chosen for computational simplicity and experimentally achieved the best results for the separability of user distress.

To pre-process the active data, PSS-10 was encoded to its respective severities and was represented as class 1, 2, and 3, as low, moderate, and high perceived stress, respectively.
B. Feature Analysis

Our preliminary findings and previous studies have influenced the use of statistical and HRV features to be prominent in the detection of stress [8]. Statistical features calculated the mean and variance of the window of each signal. HRV features included low frequency (LF), high frequency (HF), very low frequency (VLF), LF/HF, and root mean square of successive differences (RMSSD). Table I lists the features that were collected alongside their respective descriptions.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Average value of the window</td>
</tr>
<tr>
<td>Variance</td>
<td>Variance value of the window</td>
</tr>
<tr>
<td>LF</td>
<td>Relative power of low frequency band of HRV (0.04–0.15 Hz)</td>
</tr>
<tr>
<td>HF</td>
<td>Relative power of low frequency band of HRV (0.15–0.4 Hz)</td>
</tr>
<tr>
<td>VLF</td>
<td>Relative power of low frequency band of HRV (0.0033–0.04 Hz)</td>
</tr>
<tr>
<td>LF/HF</td>
<td>Ratio of Low and High frequency</td>
</tr>
<tr>
<td>RMSSD</td>
<td>Root mean square of successive RR interval differences</td>
</tr>
</tbody>
</table>

C. Classification and validation

Classification methodology evaluated the separability between the PSS-10 severities among the users. SVM and DT classifiers are supervised machine learning algorithms and our work utilized a one-vs-all approach in conjunction with a linear SVM, and a binary classification for DT. SVM and DT offer performance metrics such as accuracy, precision, recall, and F1-score. Additionally, the chosen models offer high explainability, that is to understand the decision or output while at the same time offering a low complexity. Having said that, SVM and DT were chosen due to their capabilities for performance, explainability, and complexity given the dataset size.

Stress is an underlying psychological disorder that requires intensive repetition to cause severe stress. Due to the limited time in the VR experiment, causing severe stress would not be ethical or achievable. Therefore, there may be an imbalance in the dataset. To handle the imbalanced dataset, we apply three tests, which include weighted classification, downsampling, and Synthetic Minority Oversampling Technique (SMOTE).

Weighted classification is a method to assign different weights to different classes in a dataset. The weights are inversely proportional to the class frequency and can be calculated using Eq. 1, where \( w \) represents the weight for the respective class, \( C \) is the number of classes, \( n_C \) is the number of samples per class \( C \) and \( N \) represents the total number of samples.

\[
    w_C = \frac{N}{C \times n_C} \quad (1)
\]

The SMOTE algorithm is an oversampling approach to rebalance the training set. The main purpose of the algorithm is to introduce synthetic samples rather than replication of samples. To do so, the synthetic samples are created by interpolating among the minority class instance within a defined neighborhood [16].

V. RESULTS

After pre-processing, the mean and standard deviation length of the experiments (n=15) were 47.12 and 6.41 minutes, respectively. The average length of Segment 1 and 2 were 22.16 and 24.96 minutes, respectively. A sample visualization of the collected physiological signals can be seen in Fig. 2. Each participant contains two segments before and after the intervention, each segment was windowed with a 20-second window to achieve a total of 2144 windows for 15 participants. Prior to clustering, the histogram of the PSS-10 scores is visualized in Fig. 3. As we can see, the PSS-10 scores are sporadic, therefore clustering was used to organize the group values into their respective severity cases for efficient analysis. The histogram can be seen in Fig. 4 where class 1, 2, and 3, are low, moderate and high perceived stress, respectively. Class 1, 2, and 3 contained 447, 1299, and 398 samples, respectively.

![Fig. 2: Physiological signal visualization [6]](image)

![Fig. 3: Histogram for PSS-10 scores](image)

![Fig. 4: Histogram for clustered PSS-10 scores](image)
There is a large imbalance within the dataset as seen in Fig. 4. This is expected as experiencing extreme stress is a rare occurrence that requires continuous and extreme exposure to distress. Therefore, we evaluated three tests for imbalanced classification. The results from weighted classification, downsampling, and SMOTE can be seen in Table II. The weighted classification weights for class 1, 2, and 3 were 1.56, 0.55, and 1.79, respectively. It can be seen that the usage of DT achieved the highest classifications through oversampling from SMOTE.

### TABLE II: Imbalanced classification results

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>78.23</td>
<td>78.36</td>
<td>79.14</td>
</tr>
<tr>
<td>SVM</td>
<td>78.14</td>
<td>78.11</td>
<td>78.11</td>
</tr>
<tr>
<td>SMOTE</td>
<td>93.31</td>
<td>93.35</td>
<td>93.35</td>
</tr>
</tbody>
</table>

VI. DISCUSSION AND CONCLUSION

In this study, we evaluated the performance of a low-complexity algorithm clinical tool to detect stress. Our findings support literature to evaluate mental health through the use of physiological data [4], [8]. Additionally, the use of the low-complexity algorithm supports future applications for ambulant stress detection in real-world applications [9].

Advantages of using a low-complexity algorithm are that it allows for potential deployment on edge computing devices, which enables the collection of longitudinal data over extended periods of time, potentially providing valuable insights into individual and population-level patterns of physiological responses. The use of continuous and passive data collection can improve the ecological validity of the collected data, as it reflects real-world situations and behaviors rather than artificially controlled laboratory environments. This can provide a more accurate representation of the physiological responses of individuals in their daily life and can help to improve the generalizability of the results.

However, it is important to consider the potential limitations and ethical concerns such as the collection of large amounts of data over extended periods of time on devices may present challenges for data storage and analysis. Additionally, it is crucial to obtain informed consent from participants and to adhere to ethical guidelines in the collection and use of physiological data.

Overall, our results suggest that the low-complexity algorithm used in this study has potential for deployment in continuous and passive data collection of users in their daily life. Further research is needed to evaluate the performance of the algorithm in real-world settings and to address the potential limitations and ethical concerns of continuous and passive data collection.

ACKNOWLEDGMENT

The authors would like to thank NSERC, OGS, and Canada’s DND IDeAS Program for funding the project. We would like to acknowledge and thank the Unity Health Toronto Simulation Program.

REFERENCES


