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Abstract—Major Depressive Disorder (MDD) is highly prevalent and characterized by often debilitating behavioral and cognitive symptoms. MDD is poorly understood, likely due to considerable heterogeneity and self-report-driven symptomatology. While researchers have been exploring the ability of machine learning to screen for MDD, much less attention has been paid to individual symptoms. We posit that understanding the relationship between objective data streams and individual depression symptoms is important for understanding the considerable heterogeneity in MDD. Thus, we conduct a comprehensive comparative study to explore the ability of machine learning to predict nine self-reported depressive symptoms with call and text logs. We created time series from the logs of over 300 participants by aggregating communication attributes—average length, count, or contacts—every 4, 6, 12, or 24 hours. We were most successful predicting movement irregularities with a balanced accuracy of 0.70. Further, we predicted suicidal ideation with a balanced accuracy of 0.67. Outgoing texts proved to be the most useful log type. This study provides valuable insights for future mobile health research aimed at personalizing assessment and intervention for MDD.

I. INTRODUCTION

Major Depressive Disorder (MDD) is a highly prevalent and burdensome mental disorder [1], [2], characterized by varying groupings of co-occurring symptoms, which include low interest, depressed mood, concentration difficulties, and suicidal thoughts [3]. MDD is highly heterogeneous in its clinical presentation, with over 1000 distinct profiles by one estimate [4]. Clinically, the existence of depressive symptoms are assessed through self-reporting measures, such as depression screening surveys [5]. Unfortunately, depressive symptoms are often debilitating and interfere with help seeking behavior [6]. Further, patients may not recognize or be willing to disclose all symptoms [7]. Thus, the diagnostic construct MDD is poorly understood and often misdiagnosed or under-diagnosed [8]. As such, there is a need for a non-intrusive approach to identify and track depressive symptoms.

Research in the field of applied machine learning has made important contributions to mental disorder screening and diagnosis. Mobile modalities are particularly promising for MDD screening given their ease of collection with prior research using voice recordings [9], environmental audio [10], location data [11], [12], [13], received text content [14], sent text content [15], [16], and communication logs [13], [17], [18], [19], [20]. Most research to date utilizing mobile modalities focuses on MDD screening at the disorder level by aggregating individual symptom severity scores, regardless of which symptoms are contributing to the total depression screening score. To date, only location data has been used to detect individual depressive symptoms [21].

We posit the importance of an approach which accounts for individual MDD symptoms for three primary reasons. First, such an approach is inline with existing research initiatives, such as the National Institute of Mental Health (NIMH)’s Research Domain Criteria (RDoC) [22], and the Hierarchical Taxonomy of Psychopathology (HiTOP) [23]; these initiatives’ aims include an improved understanding of categorically defined mental disorders through a more nuanced, dimensional, and scientifically grounded approach to psychopathology. Secondly, symptom level detection would make possible the direct screening for high-risk stigmatized depressive symptoms [24] such as self harm, regardless of overall depression severity. Early identification of such symptoms would allow for early and targeted intervention. Lastly, to understand the relative effectiveness of models and sensor modalities in predicting MDD symptoms, conducting thorough benchmark tests is essential, as the prediction signal based on composite MDD screening scores may be weakened by symptoms that are not well modeled. Through benchmarking, we can determine the most effective approach for predicting the diverse symptoms of MDD.

Given that social interactions are known to be important for wellbeing [25], we conduct a comparative assessment of the ability to predict depressive symptoms including suicidal ideation with mobile text and call logs. To preserve privacy, we create time series from the log metadata without content by aggregating communication attributes like communication count at certain intervals. We then extract time series features to use as input to machine learning classifiers. Overall, we compare the ability to detect nine depressive symptoms using four types of communication logs, three time series communication attributes, and four machine learning classifiers.

II. DATA & CLASSIFICATION METHODOLOGY

A. Dataset of Text and Call Logs

We use retrospectively harvested SMS text and call logs [18] in the Moodable [26] and EMU [27] datasets. Data was collected between 2017 and 2019 from crowdsourced workers using an Android app. Participants were prompted to complete the PHQ-9 depression screening survey [28] to label the data. Each of the nine questions correspond to a...
depressive symptom in the DSM-IV. Participants are asked to reflect on the last two weeks when reporting on symptom severity with options “0: Not at all”, “1: Several days”, “2: More than half the days”, and “3: Nearly every day” [28].

To be included in our analysis, we require participants to have at least two incoming texts, two outgoing texts, two minutes of incoming calls, or two minutes of outgoing calls in the two weeks preceding the completion of the PHQ-9. Overall, 312 participants qualified. Incoming texts were shared by the most participants while outgoing texts were shared by the least participants. As is convention [28], we consider a score of at least 2 to be indicative of experiencing depressive symptoms Q1-Q8 and a score of at least 1 to be indicative of experiencing depressive symptom Q9. The number of participants who reported each symptom is in Table I. The most frequent symptom was tiredness (Q4) and the least frequent symptom was movement irregularities (Q8). Notably, Q9 can be considered a measure of suicidal ideation [29]. The subset of participants who shared outgoing text messages reported the highest rate of suicidal ideation.

Related research noted that crowdsourced workers have higher rates depression than the general population [10], [19], and the same also seems true of suicidal ideation.

B. Constructing Log Time Series and Extracting Features

We create separate time series for each of the four different log types: incoming texts, outgoing texts, incoming calls, and outgoing calls. For every combination of person and log type, we consider the logs in the two weeks preceding the completion of the PHQ-9. We then group these logs every 4 hours, 6 hours, 12 hours, and 24 hours. We refer to these groupings as the aggregation intervals of the time series.

From the intervals, we calculate three communication attributes: communication count, average communication length, and number of unique contacts. Given the relative scarcity of phone calls, we consider call count to be the number of seconds on a call. In this manner, we form time series of count, average length, and contacts for incoming texts, outgoing texts, incoming calls, and outgoing calls. If a participant shared all four log types, their logs would be represented with 48 time series. Alternatively, if a participant only has one log type, 12 time series would be created.

We use the Time Series Feature Extraction Library [30] to transform the time series into statistical, temporal and spectral features. The time series have different numbers of time steps based on the aggregation interval. Therefore, there were 187, 173, 159, and 152 features extracted respectively for the time series with 4, 6, 12, and 24 hour aggregation intervals. We reduce the dimensionality of the data by creating principal components (PCs) through principal component analysis (PCA) [31]. Since the slope feature produced infinity values, we disregard it. We normalize the features between 0 and 1 prior to applying PCA. These transformations were learned on the training sets and applied to the test sets.

C. Classifiers and Evaluation

We use four common machine learning methods in this exploratory study1: Gaussian Naive Bayes (GNB), support vector machine (SVM), logistic regression (LR), and random forest (RF). We train these classifiers with the default parameters [31]. We use between the top one and top five PCs as model input. The training sets are upsampled to balance classes. Given the small number of participants who shared outgoing texts, we use a leave-one-out cross-validation strategy to ensure result robustness. In this form of cross-validation, the test set consists of a single data instance and each is used as the test set once. The number of true positive, false positive, false negative, and true negative predictions are then consolidated. We evaluate models using balanced accuracy, the mean of sensitivity and specificity.

III. RESULTS OF DETECTING DEPRESSIVE SYMPTOMS

The highest balanced accuracy in Tables II-IV is 0.70 with outgoing texts. Surprisingly, this model predicted movement irregularities (Q8). Outgoing text logs was overall the most useful log type, obtaining the highest balanced accuracies for seven symptoms. There is more variation regarding the most useful communication attribute and aggregation interval.

Q1. For Q1, outgoing texts were best for all three communication attributes. The highest balanced accuracy is 0.68 with unique outgoing text contacts aggregated every 24 hours. This GNB with one PC had a sensitivity of 0.73 and a specificity of 0.62. Three other outgoing text models achieved a balanced accuracy of 0.67. Further, outgoing call contacts achieved a balanced accuracy of 0.65 which is better than any count models. We conclude that lack of interest is best predicted with daily number of unique contacts.

Q2. Interestingly, Q2 regarding feeling depressed is the only symptom best predicted with incoming calls. For average incoming call length, SVM with five PCs achieved a balanced accuracy of 0.65, sensitivity of 0.55, and specificity of 0.75. Incoming calls was also best for communication count. Yet, like for Q1, the best modality for unique contacts was outgoing texts with a 24 hour aggregation interval.

Q3. For Q3, outgoing text count aggregated over 12 hours achieved the highest balanced accuracy of 0.66 with a RF and four PCs; the sensitivity was 0.75 and specificity was 0.56.

---

1Code will be available through https://emutivo.wpi.edu/.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Call</th>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Queensley</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1 Little interest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q2 Feeling depressed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q3 Trouble sleeping</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q4 Feeling tired</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q5 Appetite irregularities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q6 Feeling like a failure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q7 Trouble concentrating</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q8 Movement irregularities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q9 Self harm thoughts</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

TABLE I

OF THE 312 PARTICIPANTS, 182 HAD INCOMING CALLS, 197 HAD OUTGOING CALLS, 290 HAD INCOMING TEXTS, AND 99 HAD OUTGOING TEXTS. WE REPORT PERCENT WITH Q1 – Q8 ≥ 2 AND Q9 ≥ 1.
Apart from incoming call count aggregated over 6 hours, no other model achieved a balanced accuracy above 0.6. Communication count was thus more indicative of trouble sleeping.

**Q4.** For Q4, the two highest balanced accuracies of 0.65 and 0.64 were both achieved with outgoing texts. While 24 hours was much better than 12 hours for average outgoing text length, both aggregation intervals were successful for outgoing text count. The best classifier was a SVM with three PCs; it achieved a sensitivity of 0.55 and a specificity of 0.85, it is more useful for eliminating participants without movement irregularities.

**Q5.** Appetite irregularities is understandably the most challenging symptom to detect with logs. It is the only symptom best predicted with outgoing calls. All communication attributes had similar screening abilities with balanced accuracies between 0.61 and 0.62. Overall, 6 hour aggregation intervals was most useful. The best model, a RF with one PC, has a sensitivity of 0.51 and a specificity of 0.79. Unique contacts were not as helpful to detect tiredness.

**Q6.** Outgoing text length aggregated over 12 hours had the highest balanced accuracy of 0.63 for Q6. LR with five PCs has a sensitivity of 0.73 and a specificity of 0.54. While count features were particularly unhelpful for predicting feelings of failure, both outgoing calls and texts had the same balanced accuracy of 0.60 for number of unique contacts.

**Q7.** For Q7, two GNB on outgoing texts had the highest balanced accuracy of 0.63. With three PCs, average text length aggregated over 12 hours yields a sensitivity of 0.76 and a specificity of 0.49. With two PCs, daily unique outgoing text contacts yields a sensitivity of 0.61 and specificity of 0.64. Daily outgoing call length was also predictive of trouble concentrating with a balanced accuracy of 0.62.

**Q8.** As mentioned, predicting Q8 was most successful. All three communication attributes performed well with outgoing texts aggregated every six hours. The best model, a RF with two PCs, used average length of outgoing texts With a sensitivity of 0.55 and a specificity of 0.85, it is more useful for eliminating participants without movement irregularities.

**Q9.** For all three communication attributes, daily outgoing texts had the highest balanced accuracy when predicting thoughts of self harm. Unique contacts was most successful with a balanced accuracy of 0.67, sensitivity of 0.64, and
specificity of 0.70. These results were from a LR with two PCs, though a GNB with one PC performed similarly.

IV. DISCUSSION WITH RELATED & FUTURE WORK

The objective of our comparative study was to explore the potential of using passively collected call and text log metadata to predict symptom-level depression scores, thus aligning with the RoDoC [22] and the HiTOP [23] frameworks which advocate for a dimensional approach to mental disorders. We focused on identifying the relationship between specific metadata sensor streams and depressive symptoms. Overall, outgoing texts were the most predictive log type. The aggregation interval to use was evident for Q1, Q4, Q5, Q8, and Q9. Likewise, the communication attribute to (not) use was evident for Q1, Q3, Q4, Q5, and Q6. For example, daily number of unique contacts was most predictive for Q1.

When screening for moderate depression, log time series features achieved a balanced accuracy of 0.66 [18]. We achieved higher balanced accuracy when predicting little interest (Q1), movement irregularities (Q8), and thoughts of self harm (Q9). Prior research [26], [29], [9] has also predicted suicidal ideation (Q9) with large variability in balanced accuracies from 0.62 with multimodal mobile features [26] to 0.81 with text content features [29]. Unfortunately, these previously explored modalities have privacy concerns.

The study [21] that used location data to predict depressive symptoms had insufficient participants who responded to Q9 in the affirmative for modeling. Likewise, due to lack of reported symptoms, it predicted Q1 – Q8 ≥ 1. The highest balanced accuracies were 0.76 for Q1, 0.76 for Q2, 0.70 for Q3, 0.70 for Q4, 0.80 for Q5, 0.79 for Q6, 0.70 for Q7, and 0.66 for Q8 [21]. Interestingly, their location data was most successful at predicting Q5 and least successful at predicting Q8 whereas our communication logs were most successful at predicting Q8 and least successful at predicting Q5.

Like related digital phenotype research [21], [9], the number of participants is a limitation. As we opted to retain as many participants as possible, participants shared different logs types and quantities. We also assumed participants used their personal phones. While changing communication trends [32] could be considered a limitation, future research can still apply insights gleaned from our finding when using communication logs from other platforms. Such research could combine logs from multiple sources into multimodal classifiers to identify and track depressive symptoms.
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